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Panel questions

1. Define how MSN and ICN are similar and different. 

2. Should research funding agencies support research in MSN 
or ICN? 

3. Bandwidth: Do we need more bandwidth for either MSN or 
ICN?

4. MSN are more cost-conscious, compared with ICN.   Should 
MSN providers invest in HPC ICN to help drive down cost?

5. Will MSN and ICN converge in the future?  If so, when and 
what will that network look like? 
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Panel Topic

Massive-storage Networks Intensive-computing Networks 
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Bandwidth trend
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Lowering cost for others

4.4-liter 
turbocharged 

8-cylinder engine
600 horsepower
590 lb-ft torque
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Intel (ISC’15)

INTEL® Software Development Conference - LONDON 2015
High Performance Computing - BIG DATA ANALYTICS - FINANCE

Different Systems (Today)

FORTRAN / C++ Applications
MPI

High Performance

Java* Applications
Hadoop*

Simple to Use

SLURM
Supports large scale startup

YARN*
More resilient of hardware failures

Lustre*
Remote Storage

HDFS*, SPARK*
Local Storage

Compute & Memory Focused
High Performance Components

Storage Focused
Standard Server Components

Server Storage
SSDs

Switch
Fabric

Infrastructure

Programming
Model

Resource 
Manager

File System

Hardware

Server Storage
HDDs

Switch
Ethernet

Infrastructure

Daniel Reed and Jack Dongarra, Exascale Computing and Big Data in Communications of the ACM journal, July 2015 (Vol 58, No.7), and Intel analysis
Other brands and names are the property of their respective owners.

INTEL® Software Development Conference - LONDON 2015
High Performance Computing - BIG DATA ANALYTICS - FINANCE

Converged Architecture for HPC and Big Data

HPC Big Data
FORTRAN / C++ Applications

MPI
High Performance

Java* Applications
Hadoop*

Simple to Use

Lustre* with Hadoop* Adapter
Remote Storage

Compute & Big Data Capable
Scalable Performance Components

Server Storage
(SSDs and 
Burst Buffers)

Intel®
Omni-Path 

Architecture
Infrastructure

Programming 
Model

Resource 
Manager

File System

Hardware

*Other names and brands may be claimed as the property of others

HPC & Big Data-Aware Resource Manager

[Intel ISC’15]
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Panelists

Massive-storage Networks vs Intensive-computing Networks 

Moderator: John Kim, HP Labs / KAIST, South Korea

Torsten Hoefler
ETH Zurich
Switzerland

Bill Dally
nVIDIA and Stanford

USA

David Mayhew
San Diego University

USA
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