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Dragonfly	parameters	

•  p	=	number	of	nodes	connected	to	a	switch	
•  a	=	number	of	switches	in	a	group	

•  h	=	number	of	opKcal	links	on	a	switch	

•  Number	of	groups	g	=	ah+1	
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Figure 4. Scalability of the dragonfly topology as the router radix
(k) is increased.
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Figure 5. An example block diagram of a dragonfly topology
with N = 72.

of the global channel) for one global channel and one termi-
nal channel, this ratio maintains balance. Additional details
of routing and load-balancing will be discussed in Section 4.
Because global channels are expensive, deviations from this
2:1 ratio should be done in a manner that overprovisions local
and terminal channels, so that the expensive global channels
remain fully utilized. That is, the network should be balanced
so that a ≥ 2h, 2p ≥ 2h.

The scalability of a balanced dragonfly is shown in Fig-
ure 4. By increasing the effective radix, the dragonfly topol-
ogy is highly scalable – with radix-64 routers, the topology
scales to over 256k nodes with a network diameter of only
three hops. Arbitrary networks can be used for the intra-group
and inter-group networks in Figure 3. In this paper, we use a
1-D flattened butterfly or a completely-connected topology for
both networks. A simple example of the dragonfly is shown in
Figure 5 with p = h = 2, a = 4 that scales to N = 72 with
k = 7 routers. By using virtual routers, the effective radix is
increased from k = 7 to k′ = 16.

3.2 Topology Variations

The global radix, k′, can be increased further by using
a higher-dimensional topology for the intra-group network.
Such a network may also exploit intra-group packaging local-
ity. For example, a 2-D flattened butterfly is shown in Fig-
ure 6(a) which has the same k′ as the group shown in Figure 5
but exploits packaging locality by providing more bandwidth
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Figure 6. Alternative organization of a group in dragonfly. (a)
The same group radix is maintained as in Figure 5 but pack-
aging locality is exploited by providing more bandwidth to the
neighboring routers. (b) Increasing group radix by increasing the
number of dimensions within the group. The routers within the
group are connected by a 3-D flattened butterfly. With p = 2,
the resulting 3-D flattened butterfly is equivalent to a simple 3D
cube.

to local routers. A 3-dimension flattened butterfly is used in
Figure 6(b) to increase the effective radix from k′ = 16 to
k′ = 32 – allowing the topology to scale up to N = 1056
using the same k = 7 router as in Figure 3.

To increase the terminal bandwidth of a high-radix net-
work such as a dragonfly, channel slicing [8] can be employed.
Rather than make the channels wider, which would decrease
the router radix, multiple network can be connected in paral-
lel to add capacity. Similarly, the dragonfly topology can also
utilize parallel networks to add capacity to the network. In
addition, the dragonfly network described so far assumed uni-
form bandwidth to all nodes in the network. However, if such
uniform bandwidth is not needed, bandwidth tapering can be
implemented by removing inter-group channels among some
of the groups.

4 Routing

In this section, we discuss minimal and non-minimal rout-
ing algorithms for the dragonfly topology. We show how
global adaptive routing using local information leads to lim-
ited throughput and very high latency at intermediate loads.
To overcome these problems, we propose new mechanisms to
global adaptive routing, which provide performance that ap-
proaches an ideal implementation of global adaptive routing.

4.1 Routing on the Dragonfly

Minimal routing in a dragonfly from source node s attached
to router Rs in group Gs to destination node d attached to

8080

From	original	Dragonfly	paper:	Kim	et	al.,	ISCA	2008	



Previously	known:	Three	disKnct	
global	link	arrangements	
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Arrangements	defined	in	Camarero	et	al.	ACM	Trans.	Architec.	Code	OpKm.,	2014.	

Note:	
	IBM	implementaKon	(PERCS)	uses	absolute	
	Researchers	who	draw	enKre	system	in	their	papers	use	relaKve	



BisecKon	bandwidth	

•  Minimum	bandwidth	between	two	equal-sized	parts	
of	the	system	
–  Bandwidth	for	a	parKcular	bisecKon	is	the	(weighted)	
number	of	edges	crossing	from	one	part	to	the	other	

– Minimize	this	over	all	bisecKons	

•  Tries	to	measure	worst-case	communicaKon	
boSleneck	in	a	large	computaKon	

•  We	treat	local	and	global	edges	differently	
–  local	edge	weights	to	1	
–  global	edge	weights	to	α	
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Arrangements	give	different	bisecKon	BW	
[HasKngs	et	al.,	Cluster	2015]	

α

N
o
rm

al
iz

ed
 b

is
ec

ti
o
n
 b

an
d
w

id
th

 10

 15

 20

 25

 30

 35

 40

 0  0.5  1  1.5  2  2.5  3  3.5  4
, the global connection bandwidth  (local = 1)

 0

circulant−based arrangement

relative arrangement

absolute arrangement
 5

BisecKon	bandwidth	as	funcKon	of	α	for	(p,4,2)-Dragonfly	



Flavor	of	results	for	large	networks	
[HasKngs	et	al,	Cluster	2015]		

•  BisecKon	bandwidth	for	relaKve	arrangement:	
	 	(a/2)2g	 	 	 	if	a	mod	4	=	0	and	α	is	large	

	 	Θ(α) 	 	 	 	if	a	mod	4	≠	0		

•  Globally	connected	component	(GCC):	A	
connected	component	of	the	network	with	
only	global	links	(ignoring	local	links)	
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Our	quesKon	

•  Can	we	make	a	global	link	arrangement	that	
forms	a	single	GCC?		How	does	it	perform?	

	Yes	–	we	made	2	of	them	(nauKlus	and	helix)	

	Their	bisecKon	bandwidth	is	
– generally	beSer	at	high	α	
– and	at	least	as	good	for	low	α	
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NauKlus	global	link	arrangement	

•  Mark	even	switches	
(shaded).		These	go	CW.	

•  Visit	each	switch	in	turn	
–  Add	remaining	edges	to	
“next”	groups	in	its	
direcKon	

–  Edges	from	group	i	
connect	to	switch	i	%	a	
in	desKnaKon	group	
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Results	on	NauKlus	arrangement	

•  Each	pair	of	groups	is	connected	by	exactly	1	
link	and	every	node	has	h	links	

•  Closed	form	formula	for	which	pairs	of	nodes	
are	connected	

•  1	GCC	is	formed	when	h	>	2	and	
i.  a	<	h,	

ii.  a	=	h,	or	
iii.  a	=	2h	
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Helix	global	link	arrangement	

•  If	h	is	even,	divide	links	
into	h/2	outgoing	and	
h/2	incoming	

•  Outgoing	links	go	to	
next	h/2	groups,	one	
switch	higher	

•  If	h	is	odd,	the	“middle	
links”	of	each	switch	go	
to	uncovered	groups	 8
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Helix	arrangement	forms	1	GCC	
(when	h	≥	4)	

•  Group	i,	switch	0	connects	
to	switch	1	of	group	i+2	

•  Group	i,	switch	0	connects	
to	same	switch	

•  Therefore	all	0	switches	are	
connected	

•  Therefore	all	switches	are	
connected	
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BisecKon	bandwidth	on	small	networks	
(p,	a,	h)	=	(nodes/switch,	switches/group,	links/switch)	

(p, 4, 2)
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Conclusions	

•  New	arrangements	
– BeSer	at	large	α		
– At	least	as	good	for	small	α	
– SomeKmes	inferior	at	intermediate	α	

•  The	symmetry	of	Helix	seems	to	make	it	
preferable	to	NauKlus		



Future	work	

•  What	is	relaKonship	between	bisecKon	
bandwidth	results	and	empirical	network	
performance?		

•  Remaining	cases	for	large	α	and	exact	values	
for	general	network	sizes	
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