
Mariano BenitoÀ

Enrique VallejoÀ

Ramón BeivideÀ

Cruz IzuĀ

À University of Cantabria

Ā The University of  Adelaide

Extending commodity OpenFlow

switches for large - scale

HPC deployments

HiPINEBõ17, 5 February2017



Extending commodity OpenFlow switches for large -scale HPC deployments

Overview

HiPINEBõ17, 5 February2017Mariano Benito ïmariano.benito@unican.es - @m1n0x88

1.Introduction

1. Ethernet & Dragonfly

2. Previous work ςConditional flow rules & limitations

3. Congestion control indicators

4. Quantized Congestion Notification

2.Our proposal: QCN-SW

1. QCN-SW + Source processing

2. QCN-SW + Feedback comparison

3.Evaluation

4.Conclusions & Future work

2 / 18



Extending commodity OpenFlow switches for large -scale HPC deployments

1.1 IntroductionEthernet in HPC - Now
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Technologyevolution Convergencein DC and HPC
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Non-minimal adaptive routing

Dragonfly topology and routing

Ç Minimal routing (local ςglobal ςlocal)
Á Uniform traffic: optimal throughput and latency
Á Adversarial traffic: Sout is a bottleneck

Representation of adversarial traffic pattern in a (p=2, a=4, h=2) Dragonfly network.
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1.2 Previous workBase design - Conditional rules
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[1] S. ShinŜǘ ŀƭΣ ά!±!b¢-GUARD: Scalableand vigilantswitchflow managementin software-definednetworksΣέ Ih¢LΩлф

!ŘŘ ŀ άŎƻƴŘƛǘƛƻƴέ ǘƻ OpenFlowrules (similar to [1]) evaluated locally by switches 
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Ç Allows minimal and non-minimal adaptive routing in multipath topologies.
Ç Pro-ŀŎǘƛǾŜ ŦƻǊǿŀǊŘƛƴƎ ǿƛǘƘƻǳǘ ŀ άŎŜƴǘǊŀƭ ŎƻƴǘǊƻƭƭŜǊέ
Ç Employs hierarchical addressing for allowing large-deployments in a flat Ethernet domain

Architecture of SW0 in G0 with Conditional Flow Rules for a Dragonfly network.
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1.2 Previouswork Base designςLimitations
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1.3 IntroductionCongestion control indicators
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[1] P. GratzŜǘ ŀƭΣ άwŜƎƛƻƴŀƭ congestionawarenessfor load balance in networks-on-chip systemsΣέ It/!Ωлу
ώнϐ tΦ CǳŜƴǘŜǎ Ŝǘ ŀƭΣ άContention-basedNonminimalAdaptiveRoutingin High-radixbŜǘǿƻǊƪǎΣέ Lt5t{Ωмр
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1.4 IntroductionQuantized Congestion Notification
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Qold

QeqQ Qoff

Qɻ

Ç QCN ςCongestion notification in Layer-2 Ethernet
Ç Mainly composed of two elements:

Á Congestion point (CP)
Á Reaction point (RP)

Ç CPs generate explicit Congestion Notification 
Messages (CNMs) with a Fb value
Á Only negative notifications

Ç RPs implement injection throttling (AIMD)

ὗ ὗ ὗ

ὗ ὗ ὗ

Ὂ ὗ ύὗ )

Representation of QCN elements in a network. Source:[1] - IBM
[1] http://www.hoti.org/hoti20/slides/Terabit_CEE_Switches-IBM.pdf
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Port1
mac dst=host A
mac dst=host B

mac dst=group1
mac dst=group2
mac dst=group3
mac dst=group4
mac dst=group5
mac dst=group6
mac dst=group7
mac dst=group8

in_port=1 (host A)

in_port=2 (host B)

N<P6Probability
N<P7Probability
N<P3Probability
N<P3Probability
N<P4Probability
N<P4Probability
N<P5Probability
N<P5Probability

High
High

High
High
High
High
High
High
High
High

Low
Low

Match pattern Condition Priority

TCAM Table ς Forwarding

outport=1
outport=2

output=6
output=7
output=3
output=3
output=4
output=4
output=5
output=5

output=6
output=7

Action

Port2

Port3

Port7

Port4

Port5

Switch 0 ς Group 0

Host A

Host B

G2

Switch 2

Switch 3

Switch 1

Port6 G1

Probability
× 100

95

92

10

90

80

Random number (N): 

2. Our proposal : QCN-SW

HiPINEBõ17, 5 February 2017Mariano Benito ïmariano.benito@unican.es - @m1n0x88

10 / 18

Ç Source adaptive routing based on:
Á Assign to each port a probability of sending minimally
Á Take advantage of QCN CNMs for manipulating this probability using AIMD policy

Å Increase probability by a fix % autonomously based on byte counting or timer
Å Reduce probability by a factor R in the range [0.5, 1] when a CNM is received

Á A random value (N) between 0 and 100 for each table lookup
Á Extending Pro-active Conditional OpenFlowrules

Architecture of SW0 in G0 with base QCN-SW proposal for a Dragonfly network.

77
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2.1 QCN-SW
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Ç Problem: Unfairness because Soutdoes not receive CNMs

+ Sourceprocessing

Ç Proposed solution:QCN-SW + source-processing 
Á Add source-processing of CNMs generated by Sout
Á Switches snoop their own generated CNMs and change their routing table

Representation of adversarial traffic pattern in a Dragonfly network.
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Ç Proposed solution:QCN-SW + feedback comparison
Á Add an average feedback value which represents the average congestion of ports of a switch
Á When a CNM is received, Fb value is compared with this Fbavgand if:

Å Fb < FbavgĄ Probability is increased as in base mechanism
Å Fb > FbavgĄ Probability is reduced by R= 1 ςLf* (Fb ςFbavg)

2.2 QCN-SW

HiPINEBõ17, 5 February 2017Mariano Benito ïmariano.benito@unican.es - @m1n0x88
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Ç Problem: Throughput drop under Uniformtraffic at high load

+ Feedback comparisson

Sample update of probability values when a CNM with Fb equal to 60 arrives, 
under uniform traffic for a switch in a Dragonfly network.
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3. Evaluation
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ώнϐ bΦ WƛŀƴƎ Ŝǘ ŀƭΣ άLƴŘƛǊŜŎǘ ŀŘŀǇǘƛǾŜ ǊƻǳǘƛƴƎ ƻƴ ƭŀǊƎŜ ǎŎŀƭŜ ƛƴǘŜǊŎƻƴƴŜŎǘƛƻƴ ƴŜǘǿƻǊƪǎΣέ L{/!Ωлф
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Network parameters

Dragonflytopology Input-Output QueueSwitch 16 Ports@40 Gbps

1056 hosts PacketSize= 1Kbyte SwitchLatency=200 ns

4 CoSlevels Local/Global link latency=40/400 ns QCNCP samplingat input queues[1]

Routingalgorithms

Minimal (UN)/ Valiant(ADV) ObliviousĄNocongestionestimation

Adaptivepiggyback[2] Credits

ConditionalOpenFlow Backpresure(Pauses)

QCN-Switchbase QCNCNMs

QCN-Switch+ Sourceprocessing QCNCNMs

QCN-Swtich+Feedbackcomparison QCNCNMs

[1] F. D. NeeserŜǘ ŀƭΦΣ άhŎŎǳǇŀƴŎȅ ǎŀƳǇƭƛƴƎ ŦƻǊ ǘŜǊŀōƛǘ ŎŜŜ ǎǿƛǘŎƘŜǎέ Ih¢LΩмн
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