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§  Two main criteria: (1) cost (energy and $s) and (2) throughput 
(1) & (2) Will force us to lowest diameter 2 
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What's your view regarding topologies and routings suitable for 
very-large interconnection networks? - Topologies 

Slim Fly - best direct OFT - best indirect 

MLFM – simplest 
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§  In fact, all diameter-2 topologies can be drawn as trees [1] 
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What's your view regarding topologies and routings suitable for 
very-large interconnection networks? - Topologies 

[1] Kathareios et al.: Cost-Effective Diameter-Two Topologies: Analysis and Evaluation, SC15 
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§  With more money, go diameter 3 (where we are today) 
Less (re-)engineering overhead 
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What's your view regarding topologies and routings suitable for 
very-large interconnection networks? - Topologies 

SC14 

SC15 

Arimilli et al.: “The PERCS High-Performance Interconnect” HOTI’10 
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§  Btw., failures are NOT a big problem – Fail in Place 
The problems are in the routing and system software 
Seen some nice talks here J  
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What's your view regarding topologies and routings suitable for 
very-large interconnection networks? - Topologies 

SC14 

Domke et al.: “Fail-in-Place Network Design: Interaction between Topology, Routing Algorithm and Failures”, SC14 
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§  The structure of low diameter networks forces adaptive routing 
Small number of shortest paths – need to take longer ones (sometime) 
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What's your view regarding topologies and routings suitable for 
very-large interconnection networks? - Routing 

TARA 

Probing Adaptive Routing [1] 

[1]: Geoffray, TH: “Adaptive Routing Strategies for Modern High Performance Networks “, HOTI’08 
[2]: Singh: “Load-balanced routing in interconnection networks”, PhD Thesis Stanford, 2005 

UGAL [2] 
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How could congestion be managed in huge Exascale 
Supercomputers or Big-Data systems? 

§  Reactive (TCP, IB) or static (maybe IB, research) 
Very hard topic – underlying problem (MCF) is challenging 

§  Maybe need new approaches? Interesting research topic! 
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Will power management techniques become mandatory in huge 
Exascale or Big-Data systems? 

§  YES – but less clear if it’s needed at the interconnect level J 
Power-proportional networking anyone? 
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What's your opinion about the use of either SDN or locally-adaptive 
policies in networks of Exascale or Big-Data systems, especially 
considering Network Scalability? 
§  SDN = Ethernet (OMG!)  

§  Definition fuzzy: something central, reactive routing to flows 
Somewhere between IB (TARA) and locally adaptive (decentral) 

 
§  What is a “flow” anyway???  

§  HPC, Big Data operates with messages  
or remote accesses 

§  Remember the topologies … 
§  Diameter-2 opens offers many research  

angles … 
E.g., look-ahead adaptive [1] 

§  I bet on a mix of both skewed  towards locally adaptive 
Many open research topics if you’re a grad student! 

[1]: Geoffray, TH: “Adaptive Routing Strategies for Modern High Performance Networks “, HOTI’08 


